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Abstract   

   

In computer science, a genetic algorithm (GA) is a computational method for solving optimization problems. Genetic 

algorithms are inspired by the process of natural selection that belongs to the larger class of evolutionary algorithms (EA). 

Genetic algorithms are commonly used to generate high-quality solutions to optimization and search problems by relying 

on bio-inspired operators such as mutation, crossover and selection. The application of genetic algorithms in higher 

education area is the focus of our study. The aim of this paper is to evaluate the possibilities of applying genetic algorithms 

in the higher education area. This paper identifies and analyses suitable literature, research papers and articles in order to 

determine their categorization in the field of higher education, to determine the current trends of using genetic algorithms 

in education, and to determine its current and future applications.   
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1. Introduction   

   

Genetic algorithm is a heuristic method of optimization that mimics the natural evolutionary process. [1]. There are 

lot of areas where generic algorithms could be applied, like traveling salesperson problem, decoding secret messaging, 

robot trajectory planning, etc. [2]   

This study is focused on application of genetic algorithms in higher education. Education is changing on daily basis. There  

are not just students in classroom anymore, looking at the notebook, while a teacher lectures. Today’s classrooms use 

digital resources [3]    

In higher education, for example, genetic algorithms could be applied to support academic stuff creating timetable, analyse 

student performance, forecasting student enrolment, etc. The goal of our research was to categorize studies about the 

usage of genetic algorithms in higher education area. Before research has been started, we choose the research questions:   

   

Research question 1: How to categorize research papers in the area of application of genetic algorithms in higher 

education?   

Research question 2: What are trends in application of genetic algorithms in higher education area?   
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A comprehensive literature study has been made to get answers on these questions. We used the Systematic Literature 

Review (SLR) approach [5] to collect primary studies regarding this research scope. The main aim was to classify studies 

and the selected studies were then analysed and categorized using the content analysis method. As result of the 

classification, three main categories were defined:    

   

• Improving student retention and student yield maximization   

• Analysis of student performance   

• Support to the academic staff   

   

The structure of this study is as follows: In the second section, we reviewed genetic algorithms and its application in 

higher education area. In the third section, the research approach used in this study was introduced. After that, analysis of 

the results and categories of studies was introduced. Fifth section includes a conclusion and suggestions for future research 

on the topic.   

   

2. Genetic algorithms and its application in higher education area   

   

John H. Holland proposed genetic algorithms in the early seventies of last century. For more than four decades, they 

have proven to be very powerful and at the same time a general tool for solving a whole range of problems from 

engineering practice. This can be explained by their simplicity; both the very ideas on which they are based, and their 

applications; and the contribution of a number of scientists and engineers to their adaptation to a large number of problems 

and increasing efficiency [4]. Goldberg was probably the greatest evangelist of the GA with his book [6].   

The analogy of evolution as a natural process and genetic algorithm as optimization methods is manifested in the 

selection process and genetic operators [1]. The mechanism of choice over a species of living beings in the evolutionary 

process makes the environment and conditions in nature.   

In genetic algorithms, the key to selection is the “fitness function” (sometimes called “cost function”), which represents 

the problem being solved. As the environment in nature is key to selection over a species of living beings, so the fitness 

function is the key to selection of the population of solutions in the genetic algorithm. In the nature, an individual that 

best suits the conditions and environment in which he or she lives, the highest likelihood of survival and mating, and thus 

the transfer of his genetic material to his offspring.   

Similarly, in genetic algorithm, selection of good individuals is transferred to the next population, and manipulation 

of genetic material creates new individuals. Such a cycle of selection, reproduction, and manipulation of genetic material 

of the individual is repeated until the condition for stopping the evolution process is met. The ultimate result is the 

population of individuals (potential solutions). The best one in the last iteration is the optimization solution.   

The typical structure of sequential genetic algorithm, written as pseudocode (based on C programming language 

syntax):   

  
   

Each of steps could be implemented in different ways. In example, stop condition could be number of iterations 

executed, running time elapsed, etc. Authors in [2] extracted some advantages of generic algorithms:   

   

Fig. 1. Genetic algorithm pseudocode   

• Optimizes with continuous or discrete variables   

• Deals with a large number of variables   

• Is well suited for parallel computers   

• Optimizes variables with extremely complex cost surfaces (they can jump out of a local minimum)   
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• Provides a list of optimum variables, not just a single solution   

• May encode the variables so that the optimization is done with the encoded variables • Works with numerically 

generated data, experimental data, or analytical functions.   

     
- 0344 -  

3. Research   

   

The above-mentioned research questions were extracted when we studied the aims of this research. To answer these 

research questions, we performed a literature study. We decided to use the SLR method to collect the relevant primary 

studies and followed the guidelines given by [5].   

 For the SLR, we decided to do an electronic search. The databases used were IEEE Xplore Digital Library (IEEE), Scopus 

database, Web of Science database (WoS), ScienceDirect, and others (Google Scholar and similar). The search term was 

(“Genetic algorithm” AND “Higher Education”) OR (“Genetic algorithm” AND “Student”). The targeted amount of 

related studies was between fifty and one hundred, because this amount would give us enough information for 

categorization and research trends.   

 In the next phase, we created three categories and classified the papers into those. The reason for this classification was 

that most of the papers published were relatively distinctive in terms of the research objective, methodology, and 

application. To be simplest as possible, we created three categories of studies without ignoring the variations of themes. 

This way, we examined the research papers that fell under the same. The final number of papers collected was 69. Some 

studies was included in more than just one category.   

   

The research categories and the total number of selected studies are as follows:   

   

• (A) Improving student retention and student yield maximization (9 studies)   

• (B) Analysis of student data (42 papers)   

• (C) Support to the academic staff (25 papers)   

   

Letters A, B and C are just used as tags and serve as a mark for further referencing in the rest of this study.   

   

4. Results   

   

This section describes the main characteristics of each category. We present all three main categories in subsections, 

supported with relevant papers.   

   

4.1. Improving student retention and student yield maximization   

   

By identifying “at risk” students early, universities and colleges can detect and contact those students and help them 

to be more successful. Student retention is an essential part of many enrolment systems. It affects almost all segments of 

university metrics: reputation, financials, ranking. Specially, student retention has become one of the most important 

things for managers in higher education institutions. There are few studies, which developed models to predict and to 

introduce the reasons behind student’s number decreasing [7] [8] [9] [10].   

   

4.2. Analysis of student data   

   

Higher education institutions have to provide quality education to its students. One of the most popular way today of 

achieving highest level of quality in higher education system is by discovering knowledge for prediction regarding 

enrolment of students in a particular course, detection of fraud used in exams, detection of abnormal values in the results 

of the student deliverables, prediction about student performance, and so on. In general, higher education institutions 

collect large amounts of student data. The knowledge is hidden among the educational data set and genetic algorithm 

could be used to extract that information [11]. There are lot of papers which covers student data analysis in last years: 

[12] [14] [15].   

   

4.3. Support to the academic staff   

   

There are plenty of challenges in context of higher education where authors proposed models based on genetic 

algorithms. Creating resource allocation systems like university timetables, building recommending systems for students 

and automatized creation of assessment tests are some examples of solution based on genetic algorithms.   
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Higher education institutions are facing challenge when it comes to resources and events scheduling. Timetabling is 

such a kind of problem in which events (classes, exams, courses, students, professors, etc.) have to be allocated into a 

number of timeslots such that conflicts in using a given set of resources (classrooms, etc.) are avoided. Genetic algorithms 

are quite often used for creating automatized solutions to solve timetable creation challenge. Some of different models 

based on genetic algorithms are proposed in following papers: [17], [18], [19], [24] [13].   

Automatized creation of assessment tests is another approach in higher education institutions having large number of 

students. Some studies propose genetic algorithm approach to that challenge: [20] [21].   

Recommending systems become extremely interesting lately. Recommending elective courses to students or 

recommending learning paths to students are examples where model based on genetic algorithms are proposed lately [16] 

[22] [23].   
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5. Conclusion   

   

The aim of this study was to evaluate the current state of the art in the application of genetic algorithms in education 

area. The amount of studies (papers and articles) was large, so only some of studies, which we found as good 

representatives, were mentioned in results this study. This study shows that there are significant different ways to benefit 

from genetic algorithms application in education area.   

As we stated in introduction section, one of our goals was try to classify studies in the field of genetic algorithm 

application in education area. Based on our survey, the papers reviewed under category marked as A research a ways how 

genetic algorithms can improve students retention rate. Student retention is an essential part of many enrolment 

management systems. It affects university rankings, school reputation, and financial wellbeing. Student retention has 

become one of the most important priorities for decision makers in higher education institutions, so there are lot of studies 

in that category.   

Reviewing studies under category marked as B, showed us how major benefit of genetic algorithms (regarding number 

of studies in scientific databases) is its ability to analyse large portion of student data. According to our survey, this is 

most interesting area of genetic algorithms application in higher education area to researchers. There are lot of studies in 

recent years in that category, and lot of models based on genetic algorithms were provided to analyse student data. We 

would say that this category is definitely the trend.   

Reviewing studies under category marked as C, showed how genetic algorithms can support faculty staff in many 

ways. Creating timetable, build recommendation systems and automatized assessment creation are some examples. This 

is also quite interesting area, with lot of papers created lately.   

As we have found earlier, research has been made over several relevant databases, but of course, not all were involved, 

so this can be considered as limitation of study. In addition, there is a possibility that some of the relevant studies may be 

skipped by chance.   

In the future, we plan to implement timetable creating model based on genetic algorithms, for University College 

Algebra who has lot of studies, with some overlapping courses between different studies, increasing number of students 

and currently limited number of resources (classrooms and professors), so creating timetable is pretty challenging task for 

faculty staff. As none of the currently existing found timetable solutions tested in Algebra has not yielded satisfactory 

results, we hope that new model we plan to create, will.   
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